
HPC Cloud & As-a-
Service
Key to flexible high-end IT 
resources or insecure cost-
trap?
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Presentation in 
OneDrive

Code in GitHub 
Cloud

Editor in the 
browser

Application runs on 
Kubernets on 
Amazon AWS

Information 
Protection by Azure 

Active Directory 

Zero Trust security assured 
by zScaler Cloud

Time sheet accoumting
in SAP Cloud

Bookmark synced to 
Google Cloud

Desktop runs 
virtualized

Outlook 
connected to 
Exchange aaS
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We all are encompassed by
Cloud & As a Service IT

Why not in
High Performance Computing?
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Engineering IT is Ready
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Showstoppers & Drivers for HPC
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Previous inhibitors

Reduced performance due to virtualization

Application licensing for key applications not adapted for Cloud

No scalable low-latency high-performance network connect (Infiniband) available

Too slow data movement and ingress / egress

Data security
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Showstoppers & Drivers for HPC
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Current drivers for HPC Cloud growth

Reduce asset position in the financial report

Availability of HPC optimized hardware and networks

Direct network links and intelligent data tiering

Closely coupled hybrid cloud / bursting

Hardware component shortage
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Before we start
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Cloud, Cloud Native, As a Service

What do we mean?
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Cloud vs. Cloud Native

End-userIT Operations CustomerIT Infrastructure

Servers are
located off-site

Cloud Servers are owned
by someone else

New IT
architecture

Cloud Native
More resilient and

agile services
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Cloud-Native is a Disruption
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Big Iron 
SMP

HPC Cluster of 
Commodity Servers

Traditional IT Cloud Native IT (*) (*) You do 
not need 

any Cloud 
provider 
for this

Ancient IT

Operating System Kubernetes

Applications Container

IT Operations IT Orchestration

Imperative System Automation Declarative IaC
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As a Service is an Evolution

Do-it-yourself
IT Systems

Trusting
SW & HW Vendors

Supplier
Mangement

As a Service(*)
Being a holistic 
innovator

Triggering disruption

Advenuterous & 
explorative
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Leveraging the 
Economy of Scale

Using a grocery store 
to cook a meal

Fokus on processes

Orchestrating 
supplieres

Focus on outcome

Removing the hassle

Driven by business 
value

(*) You do not 
need Cloud 

or Cloud 
Native for this
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HPC As a Service

pplication
Management

Workflow 
Automation

License 
Management

Simulation Data 
Management

IT Security 
Compliance

Data Retention

Identity- & Access 
Management

Pre- / Post-
processing tools

Workplace 
Virtualization

Full end-to-end IT as a Service
Atos as prime contractor or bring-your-own HW / Cloud Provider

CAE IT Operations
Atos science + computing
IT Services & Consulting

HPC Cluster Hardware
Atos Hardware Offerings

Datacenter
HPC 

Nodes

Creating HPC 
Clusters out of 
single nodes

Integration into 
the existing 

IT landscape

Hardware 
Maintenance

HPC 
related 

software

Atos science + computing Tech Forum 2022
Contact: marcus.camen@atos.net



Trend towards Cloud, Cloud Native & aaS
Atos s+c Customer Projects
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100%
Public Cloud
Infrastructure

100%
as a Service

Delivery Model

Hybrid with
on-premise
in decline

Hybrid with
Cloud just

being a PoC

100%
Traditional

IT

Cloud Native
Services

on Kubernetes

2 years ago

today

2 years from now
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Trend towards Public Cloud
Hyperion Research 2021
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HPC Public Spend [$] On-Premise HPC Server [$]

Dominated by
public supercomputers

Cloud-trend dominated
by non-public
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Is HPC Cloud a Cost Trap?
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BTW
1/3rd of all HPC Cloud spend is for storage
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Battery Research in the Cloud
Cellforce Group

The Cellforce Group initially develops and 
produces high-performance lithium-ion pouch 
cells for special automotive applications. 
Porsche AG holds a 72.7 percent stake in the 
company, with CUSTOMCELLS® holding the 
remaining shares. The managing directors are 
Markus Gräf as Chief Operating Officer (COO), 
Wolfgang Hüsken as Chief Financial Officer 
(CFO) and Torge Thönnessen as Chief 
Technology Officer (CTO). By 2025, the 
workforce is expected to grow from 23 
employees at present to around 
100. Development and production facility for 
high-performance battery cells will be in 
Germany – Baden Württemberg -
Reutlingen/Kirchentellinsfurt, just south of 
Stuttgart.

https://www.cellforce.de
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Fast scaling of IT resources to demand

Fast extension the HPC workspace 
architecture 

No wait for hardware delivery and 
installation

No delays due to component shortage

No hassle with on-premises data 
centers and network

No cumbersome procurement 
processes

High PaceLong delivery timeNo physical IT-infrastructure
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HPC in a Hypergrowth Market
How to act fast?

IT-Solution: 100% Amazon AWS – also HPC
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Anywhere HPC
NICE DCV for high-end 3D accelerated Linux 

Scaleble HPC
Demand driven GPU HPC nodes based on in EC 
G4dn instances and EFS

Reliable HPC
Data resilience based on S3 Object Storage

Agile HPC
Dynamic canary style change management 
based of Infrastructure as Code
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Remote HPC Workspace in the Cloud
Use-case focused architecture
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Project Timeline
Cellforce Cloud Journey

Inquiry & Evaluation
• 4 days evaluation process
• decision: on-prem vs. cloud

Kick-Off Live

Iterative 
Development & Testing
• Implementation sprints
• End-user training
• Close exchange with customer & 

software provider

Extended 
Engineering IT
• Holistic platform beyond 

HPC
• Digital Twin R&D chain
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Atos Nimbix
Leading-Edge CAE as a Service
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HPC Cloud & As a Service  - Key to flexible high-end IT resources or insecure cost-trap?
Marcus Camen, Chief Technology Officer

1:15 pm –
2:00 pm

Container & Kubernetes HPC  - Hands-on deep dive to modern simulation, AI & analytics
Janina Dynowski, Head of science + computing Nimbix Cloud
Holger Gantikow, Chief HPC Landscape Architect

3:00 pm –
3:30 pm

Cloud Security  - Is your engineering data at risk?
Peter Curth, Head of Atos Cloud Operations

3:30 pm –
4:00 pm

Migration Cheat Sheet  - Pitfalls and best practices
Open Panel

4:00 pm –
4:30 pm

Welcome
Matthias Schempp, Vorstand / Head of Atos science + computing

1:00 pm –
1:15 pm

Nimbix – Unified On Demand HPC As a Service
Steve Hebert, VP Global Head of Atos Nimbix HPC Cloud Competency Center

2:00 pm –
2:30 pm
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